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Together: 
Define a unique distribution in a factored form

P (B,E,A,C,R) = P (B)P (E)P (A|B,E)P (R|E)P (C|A)

P (X) =
nY

i=1

P (Xi|⇡i)



The Markov Condition

• Let P be a joint probability distribution of the random 
variables in some set X and G = (X, E) a DAG.


• It is said that (G, P) satisfies the Markov condition if for 
each variable Xi ∈ X , Xi is conditionally independent of 
the set of all its nondescendents given the set of all its 
parents.
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Formal definition of a 
Bayesian network

• Let P be a joint probability distribution of the random 
variables in some set X and G = (X, E) a DAG.


• Then, (G, P) is called a Bayesian network if (G, P) satisfies 
the Markov condition. 


• Owing to the properties of the Markov condition, P is the 
product of its conditional distributions in G, and this is the 
way P is always represented in a Bayesian network.
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Computing the joint 
probability distribution in a BN
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Some history
• Initial applications of Bayesian networks were for the 

representation of knowledge under conditions of 
uncertainty.


• In the beginning, most Bayesian networks were built by 
hand by a human expert.


• Machine Learning started developing algorithms to learn 
Bayesian networks from data (David Heckerman, 1995).


• Learning Bayesian networks from data is a difficult 
problem (NP-hard).
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BN construction

• Constructing a BN involves two activities: 


• (1) structure learning - learning the structure of the 
network by discovering the underlying DAG of the 
domain.


• (2) parameter learning - computing the conditional 
probabilities associated with each node of the given 
network structure.
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Complexity in learning the 
structure

• Robinson [1977] showed that the number of DAGs 
containing n nodes is given by the following recursive 
expression:
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Homework: show that  f(2)=3, f(3)=25, f(5)=29000, and f(10)=4.2 x 1018 



Learning the structure of 
BNs automatically from data 

1. Constraint-based method 


2. Score-based method 


3. Hybrid
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Probabilistic classification

11

Y predict = argmax
k

P (Y = k|X1 = x1, . . . , Xn = xn)

P (Y |X1, . . . , Xn) / P (Y )P (X1, . . . , Xn|Y )

Bayes T.



Probabilistic classification

11

Y predict = argmax
k

P (Y = k|X1 = x1, . . . , Xn = xn)

P (Y |X1, . . . , Xn) / P (Y )P (X1, . . . , Xn|Y )

Bayes T.

| {z }

Compute using BN



Bayesian network 
classifiers (1)
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Naive Bayes network classifier 

x1

y

x2 x3 x4 x5

P (Y |X1, . . . , X5) / P (Y )
5Y

i=1

P (Xi|⇡i)

with ⇡i = {Y }



Bayesian network 
classifiers (2)
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Tree augmented naive Bayes classifier (TAN) 

P (Y |X1, . . . , X5) / P (Y )
5Y

i=1

P (Xi|⇡i)

with

x1

y

x2 x3 x4 x5

⇡1 = {Y }
⇡i = {Xj , Y } i = 2, . . . , 5

j 6= i



TAN construction
• Uses conditional mutual information
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TAN learning process
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TAN



Complete review of BN classifiers
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Observation
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Observation
• It is interesting to notice that while TAN was developed as 

a solution to the strong independence assumption in the 
naive Bayes classifier, in the tests presented in the TAN 
paper (Friedman et al. 1997), there are cases where the 
naive Bayes outperformed TAN. 
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a solution to the strong independence assumption in the 
naive Bayes classifier, in the tests presented in the TAN 
paper (Friedman et al. 1997), there are cases where the 
naive Bayes outperformed TAN. 

• Can it be that given that TAN forces a tree structure 
amongst the attributes, there may be edges in the 
network which should not exist but are there in order to 
satisfy the tree structure? 

• How can we relax the tree structure restriction for TAN?
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A Bayes factor approach for learning 
TAN classifiers
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Bayes factor for model 
selection

19

Given a dataset D, the Bayes factor says that for a simple model Bs to be replaced 
by a more complex one Bc, the Bayes factor λ∗ needs to satisfy the following:

with λ<0 —> replace Bs by Bc 

Pham, D. T. and Ruz, G. A., Proceedings of the Royal Society A, (2009).



Computing the prior of a BN (1)
• The prior of a Bayesian network can be expressed using an 

encoding system of the network 


• For a Bayesian network with n attribute nodes, let the 
representation of the network be constructed by using n + 1 
symbols of length m = log2(n + 1) bits.

20

X1

X2 X3

Each node can be represented by 
codes of length m = log2(3 + 1)= 2 bits 

E.g.

C(X1) = 00, C(X2) = 01, C(X3) = 10, and Stop = 11
The encoding of the Bayesian network B: 
(X1,X2)(X1,X3 )Stop = 0001001011 

with code length l(B) = 10 bits



Computing the prior of a BN (2)
• It is known from coding theory that probabilities can be 

mapped to optimal codelengths, a uniquely decodeable 
code that minimizes the expected codelength. 


• The expected length is minimized only if the codelengths 
l(M) for a given model M are equal to the Shannon 
information contents, l(M) = log2(1/P(M)). 


• So, for a Bayesian network B with description length l(B), 
the prior can be estimated by
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Back to our Bayes factor
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We consider that D is i.i.d., 

Then, if we consider Bc to be the same as Bs, but with one additional edge. 

This means that the description length of Bc uses two more symbols than Bs, 


Thus, if the extra edge in Bc is due to attribute Xω being the parent of attribute Xυ,

we can express λ as

l(Bc)� l(Bs) = 2m

� = 2m+
NX

r=1

log2 P (X� = x�,r|Y = yr)� log2 P (X� = x�,r|X! = x!,r, Y = yr)

� = l(Bc)� l(Bs) +
NX

r=1

nX

i=1

log2 P (Xi = xi,r|Bs)� log2 P (Xi = xi,r|Bc)

where λi represents the λ value for the ith edge being 
considered. Then, the adding of edges will continue 
while Λe < 0



BF TAN learning process
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BF TAN                  



Example using UCI 
benchmark dataset (1)

• Data: Cleveland Heart Disease (UCI Repository) 


• 13 attributes


• 2 clases


• 296 observations
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Example using UCI 
benchmark dataset (2)

• When 10% of the data is used to train the BF TAN model, 
the resulting structure is the naive Bayes
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Example using UCI 
benchmark dataset (3)

• When 80% of the data is used to train the BF TAN model, 
the resulting structure is the TAN
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Example using UCI 
benchmark dataset (4)

• When 50% of the data is used to train the BF TAN model, 
the resulting structure is a forest with 6 edges
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and if we test with the remaining 50%

NB=79.73%, TAN=81.76%, BF TAN = 83.12%



Application: sentiment 
classification

28
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Comparison of sentiment 
analysis approaches

30



Data (1)
Data collection 


• Dataset 1: contains a collection of 2187 tweets from the 
Chilean earthquake of 2010. This dataset was obtained 
from Cobo et al. 2015.


• Dataset 2: contains a collection of 60,000 tweets from the 
Catalan independence referendum of 2017. For this, we 
used the corresponding keywords for the event: 
#cataluña, #IndependenciaCatalunya, #2Oct, 
#CatalanReferedendum, #L6Nenlaencrucijada, and others.  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Data (2)
Pre-processing


• Remove all URLs (e.g. www.xyz.com), hash tags (e.g. #topic), 
targets (@username) 


• Remove all punctuations, symbols, numbers. 


• Correct the spellings; sequence of repeated characters is  
to be handled.


• Remove Stop Words.


• Remove Non-Spanish Tweets 

32



Feature representation
• The bag-of-words (BOW) technique is used to convert training tweets into a numeric 

representation resulting in a term document matrix (TDM). 


• After learning the vocabulary, BOW describes the presence of known words within a tweet.


• This method creates an indicator vector signaling whether words in key-words-dictionary of a text 
are in the text. 


• For example, consider the following two tweets: 


• tweet1: yesterday is past


• tweet2: today is present. 


• The vocabulary is {yesterday, is, past, today, present}. Now, the above tweets are represented as: 


• tweet1vector = [1, 1, 1, 0, 0]


• tweet2vector = [0, 1, 0, 1, 1] 
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Sentiment analysis

34

Imbalanced class distribution-> SMOTE

Dictionary:

2246 positive terms

5247 negative terms

sentiment score =
positive� negative

positive+ negative+ 2

The sentiment score is in the range [-1,1]

Datasets structures



Simulation setup
• We train the classifiers on the same training set and then compute, for each classifier, the 

confusion matrix (using the test set) where, 


• True Positives (TP): The number of correctly classified positive tweets 


• True Negatives (TN): The number of correctly classified negative tweets 


• False Positives (FP): The number of incorrectly classified positive tweets 


• False Negatives (FN): The number of incorrectly classified negative tweets  
Then, the following performance measures are computed:

35

For each dataset, we run 30 times the data splitting 
procedure, 70% for training and 30% for testing (the 
splitting was carried out randomly). For each run, we 
computed the classification performance measures 
on the test set, then the average and the standard 
deviation of each measure was reported. 



Results
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Dataset 1 (Chilean earthquake)
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Results
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Dataset 2 (Catalan ind. ref.)



40

CLASS

gracias

politicos

parlemhablemos

puigdemont

cataluna

bien podemos

partido

popular

arvcatlarespuesta

hora

espana

espanaselevanta

manana

objetivocataluna

catalanreferendum

hola

nuevo

psoe rajoy

chiringuitopique

espanol

fascista

policia

igual

larvcat

gobierno

pide

policial

octl

favor

hacer

mismo
apoyo

madrid

dice

libertad

como

discurso
hablar

video

catalunya

personas

presidente

alguien

bandera

general

recuperemelseny

vamos

elecciones

urnas

verdad

cabeza hombre
verguenza

republica

quiere

albiol

arrimadas

manifestacion

ningun

banderas

dicen

catalexitesp

civil

guardia

arcatoct

catalana

duiarv

frente

nacional
policia.1

internacional

gente

ilegal

mejor

votar
espanasalealacalle

colau

independencia

independentistas

violencia

barcelona

ciudadanos

guardiacivil

ahora

espanola

felipe

referendum

imagenes

sale

catalanes

mvtprotestascat

calle
catalan

pueblo

octarv

mientras

undomingolegal

vagageneralo

hace

miles

democracia
unidad

puede

cada

mundo

mayoria

silenciosa

cara

verg..enza

directo

hecho

legalidad

derecho

nunca

rajoydimision

catalonia
spain

seleccion

viva

manos

solo

despues

defender

mossos

politica

anos

imagen

heridos

elintermedio

unasolucionparacat

espanoles siempre

independenciacatalunya

dialogar

ejemplo

with

quieren

tras

puerta

ayer

mariano

represion

dialogo

decir

catalan.1

referendum.1

gran

pasa

manifestantes

police

spanish

voters

doctubre

europa

pique

queremos

entender

humana

puedo
recuento

votos

haber

alertaultra
nazis

referendumcat

dicho

orgullososdeserespanoles
prensa

solo.1
catarvincertidumbre

constitucion

this

toda

aqui

lndesafiocat

parlament

dando

marianorajoy

referendumrac

periodista
siento

pueden

totssomcatalunya

estan

catalanreferedendum
sigue

claro

colonplaza

jugones

mano

parte

fascistasseguridad

golpistas

persona

republicavsfascismo

donde

nadie

octfiestanacional

ferreras

octbcnespanola

pais

borrell

people

TAN classifier for the Catalan independence referendum dataset 



Summary 1
• We have presented a method that can automatically identify 

the edges of the TAN model that are supported by the 
training data.


• TAN and BF TAN offer interesting qualitative information to 
historically and socially comprehend the main features of the 
event dynamics, even if there are no sufficient training 
examples. Moreover, the resulting networks allow for the 
construction of a narrative or storytelling of the critical event 
been analyzed.


• Future research will consider other structures (e.g. more 
than one attribute parent)
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An evolutionary computation approach 
for learning TAN classifiers

42



Motivation for this approach
• The TAN model corrects the strong assumption of conditional 

independence established by the naive version. 


• In theory, it should produce better results (accuracy) than the naive 
Bayes classifier. 


• However, TAN suffers from some problems, one in particular, the ability 
to make a correct estimate of the conditional mutual information. 


• This is critical, since TAN obtains its tree structure using conditional 
mutual information as weights in the fully connected graph. 


• A natural question arises, can we learn the weights of the network 
from the data to obtain good classification results without having to 
estimate conditional mutual information? 
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Proposed approach
• We propose a different approach for learning TAN classifiers 

without estimating conditional mutual information. 


• Instead, we use an evolution strategy to learn the weights of 
the networks from the data.

44

We will modify 
this part of the 
TAN procedure



An Evolution Strategy for 
Learning TAN Classifiers

45

• We propose to use the deterministic survivor 
selection (μ, λ) method to obtain weights for the TAN 
model, which yields good classification results 
without estimating the conditional mutual information. 


• Since the TAN learning procedure starts with a fully 
connected weighted graph, for a network with n 
nodes we need to define m = n(n − 1)/2 weights.


• An individual is a candidate solution coded as an m-
dimensional vector containing the m weight values of 
a network.



Application: Facial biotype classification for 
orthodontic treatment planning 
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Facial biotypes

• (a) Dolichofacial: long and narrow face


• (b) Brachyfacial: short and wide face


• (c) Mesofacial: intermediate type between (a) and (b)
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Vert Index
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Problem with Vert?
• It has been described that some attributes used in the VERT 

index can alter the index in patients in whom the sagittal 
relationship between the jaws is altered, leading to possible 
diagnostic errors.


• That is why, the possibility of automatically determining the 
facial biotype using attributes that are not altered by the 
sagittal position of the jaws would eliminate the errors 
observed with the use of the VERT index. 


• Thus, in this work, we propose a machine learning approach 
to automatically classify a patient’s biotype using alternative 
attributes.
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The dataset
• The dataset consists of 182 lateral 

teleradiographies from Chilean 
patients. 


• For each one, cephalometric analysis 
was performed to compute 31 
continuous attributes that 
characterize the craniofacial 
morphology. 


• Each lateral teleradiograph has been 
manually classified and validated by 
orthodontists into one of the three 
classes (Brachyfacial (70), 
Dolichofacial (45), and Mesofacial 
(67))
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Results
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The best (μ, λ)-TAN model obtained throughout the 20 runs. The (μ, λ)-TAN 
classifier for the facial biotype dataset. 
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Summary 2
• These results confirmed our view that the tree structures 

obtained using conditional mutual information do not 
necessarily yield the best classifiers. 


• Moreover, based on the number of features and training 
samples, the performance of the TAN classifier can be 
quite affected. 


• Another drawback when using conditional mutual 
information is that the resulting tree might not be reliable 
for interpretability purposes.
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